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Abstract. A computational neural network method was used for the prediction of stability constants
of simple crown ether complexes. The essence of the method lies in the ability of a computer neural
network to recognize the structure–property relationships in these host–guest systems. Testing of the
computational method has demonstrated that stability constants of alkali metal cation (Na+, K+,
Cs+)–crown ether complexes in methanol at 25 �C can be predicted with an average error of �0.3
logK units based on the chemical structure of the crown ethers alone. The computer model was then
used for the preliminary analysis of trends in the stabilities of the above complexes.
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1. Introduction

The application of computational neural networks in solving chemical problems
has been receiving growing attention from chemists as a powerful tool of approx-
imation, computation and pattern recognition [1–4]. Such applications have been
particularly successful in the prediction of physical properties of organic com-
pounds [5–9].

In our previous papers we demonstrated one of the possible schemes of neural
network computing by predicting properties of hydrocarbons and FreonsR [7,8].
The main idea was to encode structural parameters of the organic molecules by
using the set of topological invariants, and then to use these invariants as input
for neural network computing [7]. Another approach entailed direct utilization
of structural features of compounds as a source of the structural information for
the neural networks [8]. Both approaches have demonstrated good results for the
prediction of such basic physical characteristics as boiling point, density, heat
capacity, etc. [7,8]. Our current interest is to expand this promising method for
prediction of more complex phenomena, such as host-guest interactions, a corner-
stone of supramolecular chemistry [10]. These interactions control the selectivity
and efficiency of complexants and extractants, essential compounds for advanced
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separation technologies, drug delivery systems, and modern analytical methods
used in molecular biology. Host-guest interactions also play a vital role in living
organisms, being responsible for ion transport through cell membranes.

Computational chemistry is increasingly used in the study of crown ethers,
but most of the known methods entail exceedingly time-consuming and expensive
computational procedures such as ab initio calculations and detailed simulations
[11–15]. To gain a simple and more practical measure of the predictability of chem-
ical processes in general, some workers have turned to statistical methods [16]. The
approach employs linear regression to relate a dependent thermodynamic variable
to other physical and chemical properties of the reacting components. Only recent-
ly have such attempts been made in the case of complexation of cations by crown
ethers [17]. The computational method utilized molecular mechanics and molecu-
lar dynamic simulations for the crown ether, crystal radius and electronegativity for
the metal cation, together with various solvent properties such as dielectric constant
and solubility parameters. Fourteen major parameters were used in multiple linear
regression analysis to give standard errors ranging from 0.36 to 1.42 log K units
[17].

Here we present a computational scheme for the prediction of complexation con-
stants of simple crown ethers with alkali metal cations in a single solvent (methanol)
at 25 �C. The computational method of neural network computing allows us to cre-
ate computer models of host-guest interactions in these systems. Only the chemical
information contained in the name of the crown ether is employed. No other prop-
erties of the crown ether, either computed or measured, are needed. The computer
models are useful for the inspection of trends in complexation phenomena. They
offer a fast measure of predictability in the absence of extensive experimental or
computed data on crown ether properties.

2. Results and Discussion

Simple crown ethers consist of repeating structural units which can be conveniently
encoded directly from their systematic chemical names to numeric vectors suitable
for neural network input. For our initial study, we chose monocyclic crown ethers
consisting only of aliphatic 1,2-dioxyethylene and aromatic 1,2-dioxyphenylene
fragments. Since the exact positions of these units are usually omitted in the
chemical names of these compounds, in our computations we include only ring
size, overall number of oxygen atoms, and number of aromatic rings. Thus, for
example, the input vector of benzo-18-crown–6 (B18C6) is 1 18 6 where the first
digit represents the number of benzene rings (benzo in the name), the second digit
represents ring size (-18- in the name), and the final digit represents the number of
oxygen atoms in the ring. An example of a sample numeric input vector preparation
is presented in Figure 1.

Stability constants of various crown ether complexes with alkali metal cations
(output data for training and testing) were used as reported previously without any
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Table I. Experimental and predicted stability constants of crown ether com-
plexes (Na+).

Compound log K for Na+ in MeOH at 25 �C Set
Experimental Predicted (l-learning; t-testing)

12C4 2.05 1.95 l
1.75
2.10
1.20

15C5 3.42 3.37 t
3.43
3.23
3.29
3.31
3.27
3.39

B15C5 2.89 3.00 l
3.06
3.03
3.10
2.99
3.37
2.94
2.91
3.05
3.38
2.97

18C6 4.32 4.38 l
4.42
4.46
4.30
4.32
3.92
4.65
4.34
4.33

B18C6 4.21 4.37 t
4.53

B218C6 4.37 4.27 l
4.18

21C7 1.73 2.41 l
2.46
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Figure 1. Diagram of the neural network used for predicting the stability of crown ether
complexes and sample input file preparation. Bias connections in the neural network scheme
are omitted for clarity.

Table I. Continued.

Compound log K for Na+ in MeOH at 25 �C Set
Experimental Predicted (l-learning; t-testing)

B224C8 2.35 2.40 l
B27C9 1.88 1.92 t
B227C9 1.90 1.91 l
B30C10 1.93 1.91 l
B230C10 1.98 1.91 l

2.80
B33C11 1.91 1.91 t
B233C11 1.82 1.90 l

pre-selection [18,19]. In the case of conflicting data, all sets of available constants
were taken as input. Since the temperature and solvent also affect the stability
constants, we used only data obtained at standard temperature (25 �C) and in one
solvent (methanol) [20].

The optimized neural network (optimization procedure included leave-k-out
and other methods [1–4,7]) consists of three input neurons, one hidden layer (three
neurons), and one output neuron (see Figure 1). For simplicity, bias was omitted
on the picture. A full data set, including chemical name abbreviations and the
experimental and predicted stability constants of crown ethers, is presented in
Tables I–III.
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Table II. Experimental and predicted stability constants of crown ether
complexes (K+).

Compound log K for K+ in MeOH at 25 �C Set
Experimental Predicted (l-learning; t-testing)

12C4 1.73 1.66 l
1.70
1.55
1.30

15C5 3.85 3.40 t
3.60
3.43
3.86
3.63
3.38
3.30
3.35
3.36
3.34

B15C5 3.93 3.03 l
2.71
2.96
3.05
2.90

18C6 6.20 5.85 l
6.07
6.29
6.09
6.00
6.02
6.32
6.15
6.08
6.30

B18C6 5.29 5.47 t
5.05
5.20

B218C6 5.00 4.95 l
4.80

21C7 4.22 4.27 l
B221C7 4.19 4.13 t
B224C8 3.45 4.02 l

3.57
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Table II. Continued.

Compound logK for K+ in MeOH at 25 �C Set
Experimental Predicted (l-learning; t-testing)

B27C9 4.00 3.94 t
B227C9 4.36 4.01 l
B30C10 4.28 3.94 l
B230C10 4.47 4.00 l

4.62
4.23
4.94

B33C11 3.57 3.93 l
B233C11 3.79 4.00 t

Our neural network performance data are presented in Figure 2. For each alkali
metal cation the computer neural network was trained and tested separately using
‘learning’ datasets (marked as ‘l’ in Tables I–III) and ‘testing’ datasets (marked
as ‘t’ in Tables I–III). Three input neurons in the neural network have a linear
transfer function, and neurons of the ‘hidden’ layer have a hyperbolic tangent
transfer function (except for Cs+: sigmoid) using the default parameters established
by the ‘Backpropagation Builder’ included in the program package [21]. The
best results were achieved using optimized learning rate, momentum, and transfer
function. In particular, for the prediction of complexation constants of Na+ the
learning rate was 0.3 for ‘hidden’ layer, 0.15 for output layer, and momentum
was 0.6. The learning rates for K+ and Cs+ were 0.2/0.1 and 0.3/0.15, with
momentums 0.4 and 0.6, respectively. Detailed optimization procedures for these
two parameters were reported elsewhere [1,4–7]. In our case, optimization was
trivial because of the small size of the neural network (only seven neurons in total).
This small neural network could be trained successfully even with a nonoptimum
combination of learning rate and momentum. We started the optimization procedure
with relatively large momentum and small learning rate and gradually changed them
until the optimal parameters were reached. During the training procedure, the neural
network performance was monitored using RMS on-screen graphic indicator, and
the training process was terminated when no further progress in accuracy was
made (86 000–123 000 epochs, 16 cycles each). The trained neural network was
then tested using a separate ‘testing’ dataset to validate the results. Each training
procedure required 20–30 min of real one-task computing time on an IBM 486
(50 MHz) personal computer [21]. It was found that moderate fluctuations of the
learning rate and momentum from the optimal values could increase the overall
training time of the neural network but had little impact on the predicted values,
indicating the stability of the chosen computer model.

The average error of the training sets was�0.27 logK units. The average error of
the testing sets was slightly higher (�0.34 logK units), an indication that the neural
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Table III. Experimental and predicted stability constants of crown ether
complexes (Cs+).

Compound logK for Cs+ in MeOH at 25 �C Set
Experimental Predicted (l-learning; t-testing)

12C4 1.60 1.33 l
1.65

15C5 2.78 2.75 t
2.81
2.66
3.58
1.89

B15C5 3.52 2.35 l
2.15
1.91
2.20
2.21

B215C5 1.96 1.96 l
18C6 4.44 3.97 t

4.37
4.49
4.70

B18C6 3.95 3.66 l
4.04

B218C6 3.66 3.37 l
3.20

21C7 5.01 4.57 l
B221C7 4.25 4.10 t

4.20
B224C8 3.85 4.35 l

3.84
B27C9 4.57 4.57 l
B227C9 4.35 4.36 l

3.67
B30C10 4.35 4.52 t
B230C10 4.38 4.33 l

4.00
4.79

B33C11 3.88 4.45 t
B233C11 4.72 4.27 l

networks are successfully recognizing structure–property relationships, not simply
memorizing the training set. Successful construction of neural networks which
represent computer models of complexation phenomena allowed us to investigate
some tendencies in the stability constants of alkali metal–crown ether complexes.
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Figure 2. Experimental versus neural network predicted values of the stability of crown ether
complexes: (a) Na+: learning (training) set – open circles; testing (validation) set – filled
circles, (b) K+: learning (training) set – open triangles with down vertex; testing (validation)
set – open triangles with up vertex, (c) Cs+: learning (training) set – open squares; testing
(validation) set – filled squares.

For that purpose we prepared artificial input files containing all combinations of
ring size and number of benzene units and depicted the results of neural network
predictions in two-dimensional plots.

2.1. RING SIZE

It is well documented that ring size has a major effect on the stability constants
of crown ethers [18–19]. To make the overall tendencies (stability constant versus
ring size) more easy to interpret, we first calculated stability constants of crown
ethers with the general formula (—O—CH2CH2—)n and plotted the results for the
three alkali metal cations, Na+, K+, and Cs+, versus n (Figure 3).

The depicted results are in general agreement with the well known correlations
between the ring size and the ability of crown ethers to complex alkali metal cations
[18–19, 22]. The main feature of these correlations is the existence of maxima on
the ring size – stability constant curve which represent the structure of the crown
ether best suited for the complexation of the specific metal cation. For sodium and
potassium, the optimum binding is obtained with 18C6; smaller and larger crown
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Figure 3. Neural network predicted values of the stability of model unsubstituted crown ethers
complexes versus ring size (in —CH2CH2O—) units: (a) Na+: filled circles, (b) K+: open
squares, (c) Cs+: open circles.

ethers bind more weakly. For Cs, a maximum is reached with 24C8; however, the
decrease in binding strength with increasing ring size is small.

Further examination of the results produced by the neural network computation-
al model indicates that the binding strengths reach a plateau for each of the metal
ions at large ring sizes. In the case of sodium, this plateau is reached (following the
maximum atn = 6) forn = 8 (24C8) at a value of logK � 2. Potassium also reaches
a plateau at n = 8, but with log K � 4. Cesium exhibits a slow steady increase of
the stability constants with increasing n, reaching a plateau in the diffuse region
n = 7–9 with log K � 4.5; it then shows a slight decrease for larger rings.

The observation of these plateau regions suggests a systematic trend in the
coordination of the 1,2-dioxyethylene units with each of the above cations. The
plateau region for sodium is virtually flat at the level of log K � 2 indicating a
lower overall preference of the 1,2-dioxyethylene unit for sodium as compared to
potassium and cesium, where the plateau regions occur at log K � 4–5. It may
be noted that this preference corresponds to the results of molecular mechanics
calculations [23,24].
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Figure 4. Neural network predicted values of the stability of K+ complexes of model crown
ethers versus ring size (in —CH2CH2O— + —C6H4O—) units for different numbers of 1,2-
dioxyphenylene fragments.

2.2. NUMBER OF BENZENE RINGS

All of the previous analyses were made for the systems having no substituents
on the macrocyclic ring. Addition of benzene rings, as 1,2- dioxyphenylene units,
is expected to result in changes in the complexing ability of crown ethers. Such
perturbations can be clearly seen in Figure 4, where five different curves represent
the stabilities of the potassium complexes of benzo-crown ethers as a function
of ring size (in n representing the overall number of 1,2-dioxyphenylene and
1,2-dioxyethylene fragments). The addition of each 1,2-dioxyphenylene fragment
results in a steady decrease in binding strength of the crown ether in the region of
strongest binding, that is, the ‘peak’ or ‘hole-size’ match region [22]. With four
1,2-dioxyphenylene fragments the ‘match’ phenomena disappear and a plateau of
maximum binding occurs at n � 8.

The same trends were observed for Na+ ion complexation. However, the overall
dependence of log K on the numbers of 1,2-dioxyphenylene fragments is much
weaker than for K+, with the tendency of shifting the maxima to the higher ring
sizes (Figure 5).

Somewhat different were the results obtained for Cs+ ion complexation trends
(Figure 6). In this case the increase in the number of 1,2-dioxyphenylene fragments
results in a smooth decrease of complexation ability, more pronounced for smaller
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Figure 5. Neural network predicted values of the stability of Na+ complexes of model crown
ethers versus ring size (in —CH2CH2O— + —C6H4O—) units for different numbers of 1,2-
dioxyphenylene fragments.

rings than for bigger ones. In addition, each decrease becomes sequentially smaller.
Thus, for example, there is practically little or no difference between tribenzo- and
tetrabenzocrowns having n > 6.

2.3. EXPERIMENTAL ERRORS ANALYSIS

Finally, inspection of the literature data listed in Tables I–III reveals disagreement
among several sources of log K for the binding of a given metal ion by the same
crown ether. Such disagreement frustrates use of log K values for correlations
and interpretation, raising the dilemma of which particular data points to use and
which to reject. Careful analysis of the individual literature sources may provide
some confidence in the choice of the most reliable values, but not always. Thus, it
may be suggested that the neural-network approach offers some additional means
of deciding on the reliability of reported data. This is because the neural network
bases its prediction on the entire series of crown ethers rather than on the small
subset of values reported for a single case. Thus, one has a measure of overall
consistency. If inconsistency is found, it may motivate attempts to check the data,
in which case either the data will be revised or else an unsuspected phenomenon
may be occurring.
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Figure 6. Neural network predicted values of the stability of Cs+ complexes of model crown
ethers versus ring size (in —CH2CH2O— + —C6H4O—) units for different numbers of 1,2-
dioxyphenylene fragments.

3. Conclusions

We have shown that neural networks can predict the stability constants of crown
ether complexes based on chemical structures encoded in their chemical names.
This simple computational scheme has an average accuracy of �0.3 log K units
and does not require any prior knowledge of structure-property relationships for
this class of compounds. In addition, all necessary computations can be performed
on a personal computer. The neural network computing thus provides a model of
host–guest interaction which can be used for predictive analysis and as an aid in
the development of new selective/exclusive complexants and extractants.
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